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Abstrak

Pembelajaran Bahasa Mandarin berbeda dari bahasa lain karena adanya aksara Mandarin
dan penggunaan aplikasi terjemahan. Penelitian ini bertujuan untuk membandingkan
keakuratan terjemahan antara Google Translate dan Baidu Translate, dengan
menggunakan sampel sebanyak 100 kata dari 10 responden. Hasilnya menunjukkan
bahwa terjemahannya serupa, namun terdapat perbedaan dalam hal keakuratan
pengucapannya. Kajian tersebut juga menemukan bahwa unsur linguistik dan kontekstual
yang digunakan dalam proses penerjemahan dapat memberikan pemahaman yang lebih
baik mengenai komponen-komponen yang memengaruhi keakuratan penerjemahan.
Penelitian ini dapat membantu meningkatkan aplikasi terjemahan dan meningkatkan
pengalaman pengguna dalam berbagai konteks situasi serta dapat membantu
meningkatkan efektivitas aplikasi terjemahan dalam berbagai situasi.

Kata-kata kunci: bilingual, penerjemahan, speech to text

Abstract
Mandarin language learning differs from other languages due to the chinese character
and the use of translation apps. The study aims to compare the accuracy of translations
between Google Translate and Baidu Translate, using a sample of 100 words from 10
respondents. The results show that the translations are similar, but the pronunciation
differs. The study also found that the linguistic and contextual elements used in
translation processes can provide a better understanding of the components that
influence translation accuracy. This knowledge can help improve translation applications
and enhance users' experiences in various situations. The findings can help improve the
effectiveness of translation apps in various situations.
Keywords: speech to text, bilingual, translation.

PENDAHULUAN

Era globalisasi dan konektivitas digital yang semakin meningkat, aplikasi penerjemahan,
khususnya yang memanfaatkan teknologi Speech to Text (STT) sudah menjadi penting
karena dapat menfasilitasi penerjemahan bahasa secara cepat dan mudah (Sugiharto &
Anshori, 2024). Salah satu yang sering kita dengar adalah dalam hal penerjemahan lintas
bahasa. Namun, keakuratan terjemahan merupakan faktor krusial dalam menentukan
keberhasilan suatu aplikasi penerjemahan.

Dilansir pada google play (https://play.google.com/), aplikasi Google Translate
menjadi apilkasi penerjemahan terbanyak yang diunduh oleh pengguna (Muzaki & Hakim,
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2022). Sementara itu, Baidu Translate merupakan aplikasi buatan China yang cukup
terkenal di China (Prasetyo, 2021). Meskipun keduanya menawarkan kemampuan terje-
mahan yang tepat, namun mengenai keakuratan dalam mengenali dan menerjemahkan
ucapan dari teks audio tetap menjadi sebuah pertimbangan. Berlandaskan dari keakuratan
kedua mesin terjemahan tersebut, penelitian ini berfokus pada evaluasi keakuratan
pengenalan suara pada kedua aplikasi ini, diharapkan dapat menjadi implikasi penting
bagi pengembangan dan peningkatan aplikasi terjemahan di masa depan.

LANDASAN TEORI

Pengaplikasian Speech to Text telah lama dikembangkan, dimulai dari Carlson dkk
(1982) yang meneliti mengenai modul speech to text yang di mana dapat dikembangkan
lebih jauh dan digunakan dalam kehidupan sehari-hari. Kemudian, ditemukan bahwa
penggabungkan kalimat dengan pemadatan kalimat efektif dapat digunakan untuk
peringkasan speech to text pada rasio 70% dan 50%. Selain itu, adanya Deep Voice, sistem
text-to-speech berkualitas tinggi yang bisa digunakan untuk sintesis ucapan kalimat yang
komprehensif (Utomo dkk, 2023). Adanya kemampuan mesin atau program untuk
mengidentifikasi kata dan frasa dalam bahasa lisan dan mengubahnya menjadi format
yang dapat dibaca mesin (Arik dkk, 2017; Furui dkk, 2004; Trivedi dkk, 2018).

Chinese Spelling Correction (CSC) juga memegang peranan penting, karena
ketergantungannya pada model bahasa dan integrasi informasi fonologis sebagai
pengetahuan eksternal (Liang, Quan, & Wang, 2023). Hal ini bertujuan untuk
memperbaiki kesalahan ejaan dalam kalimat bahasa Mandarin, selain itu juga untuk
mengatasi masalah linguistik dan meningkatkan pemahaman bahasa. Mengenai hal ini,
CSC juga membantu dalam mengidentifikasi dan meningkatkan kebenaran karakter
bahasa Mandarin, seperti semantik, fonetis, atau grafis (Liu dkk, 2021; Xu dkk, 2021;
Zhang dkk, 2022).

Kemampuan pelafalan Bahasa Mandarin tidak bisa terlepas dari Pinyin. Pinyin
adalah pengetahuan dasar bagi pembelajar bahasa Mandarin dan merupakan sistem bahasa
latin dengan intonasi setiap suku kata yang berbeda dengan bahasa latin (Wiratikusuma,
2024). Pinyin berguna ini untuk membantu siswa mengekspresikan diri mereka dengan
lebih jelas, meningkatkan pemahaman mendengarkan dan membaca, serta meningkatkan
pemahaman mereka tentang bahasa (Nisa, 2019; Odinye, 2017).

Akan tetapi, kesadaran bunyi ujaran di kalangan siswa masih sedikit, karena mereka
kurang bersentuhan dengan materi, lingkungan, budaya, nilai-nilai, dan pola berpikir.
Sehingga tidak jarang dalam meningkatkan kemampuan pelafalan yang tepat masih perlu
adanya peran pengajar dalam menjalankannya (Dan dkk, 2021; Zajdler & Chu, 2019).
Mengenai permasalahan ini, tidak terlepas dari adanya perbedaan jumlah konsonan antara
Bahasa Indonesia (23 buah) dan Bahasa Mandarin (22 buah). Oleh karena itu, perbedaan
jumlah konsonan ini menjadi faktor yang cukup berpengaruh dalam pembelajaran Bahasa
Mandarin itu sendiri (Hasel, 2022).

Penggunaan Aplikasi terjemahan juga tidak hanya berupa terjemahan secara teks,
namun juga adanya penggunaan berbasis teknologi yang bisa menunjang pembelajaran
dan mengurangi beban kognitif serta membuat aplikasi penerjemah aksara Mandarin.
Contohnya dengan menggunakan Tesseract OCR Engine yang dapat digunakan pada
ponsel sebagai input (Handojo dkk, 2020; Xie dkk, 2021).

Ye (2021) dalam studinya menunjukkan bahwa menggunakan kombinasi kata dan
gambar dalam pembelajaran kosakata dapat meningkatkan memori dan pemahaman kosa-
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kata. Hal ini menyarankan agar pembelajar mempertimbangkan metode pembelajaran
multimedia bahasa dan non-linguistik untuk mencapai hasil yang lebih baik. Namun, per-
kembangan sistem terjemahan mesin masih dalam tahap awal, karena kompleksitas
bahasa manusia dan keterbatasan dalam memahami kaidah bahasa (Lu, 2023).

METODE PENELITIAN

Penelitian ini bertujuan untuk membandingkan dan menganalisis kesalahan
penginputan suara ke teks antara dua aplikasi terjemahan, yaitu Google Translate dan
Baidu Translate. Penelitian ini menggunakan perbandingan dari dua jenis aplikasi
terjemahan untuk mengevaluasi kesalahan khusus yang mungkin terjadi selama proses
penginputan. Pada teknologi kedua aplikasi terjemahan ini terdapat fungsi yang dapat
mengubah suara ke teks. Pengumpulan data berasal dari data tes hasil pengujian 10
kalimat yang diberikan kepada 10 mahasiswa untuk dibaca.

Sampel pengujian pada penelitian ini adalah 100 kalimat yang dibaca oleh 10
responden, dengan harapan dapat memberikan hasil yang akurat. Oleh karenanya,
responden yang membaca adalah responden dengan tingkat kemampuan yang relatif sama
yaitu mahasiswa semester 4, yang sudah mempelajari mandarin selama 1.5 tahun. Sasaran
penelitian adalah hasil perbandingan kedua aplikasi terjemahan dalam situasi pengujian
yang sebanding.

Gambar 1 Gambar 2
Penggunaan Fitur Speech to Text pada Google Penggunaan Fitur Speech to Text pada Baidu
Translate Translate

P (7

$M, WERE—E, 17
FAMZEIE T 152

i si, jidncha méi wenti

) O

HEiE

Keempat,
pemeriksaannya tidak : x
ada yang salah,

bukankah kopernya X

hanya ketakutan

setengah mati?

PEMBAHASAN

Penelitian ini menganalisis pada 3 macam tingkatan kesalahan yang terdiri dari
tingkatan dasar, menengah, dan mahir. Ketepatan dalam melafalkan Bahasa Mandarin
jelas tidak dapat terlepas dari intensitas berlatih berbahasa mandarin itu sendiri. Selain itu,
pemberian tugas dengan berdasarkan perbendaharaan kata juga menjadi tugas dalam
meningkatkan kemampuan berbahasa Mandarin mahasiswa (Setiawati, 2020; Weifen,
2020). Melalui 10 jenis kalimat yang diberikan, dapat melihat pengaruh antara ketepatan
hasil aplikasi penerjemahan.
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Tabel 1
Tingkatan Berdasarkan pada Kemahiran Analisis Kata
Kalimat Jumlah kata Kategori
BB i (na hai yong shud) 4 Dasar
HFEZ 778 T (biéti dud fangbian le) 6
&4 25 45— N (nin chdukong tian yixia) 6
PG R T (nd wo xido kan ni le) 6
BN ZFER AT (wo yinggai bai ni wéi sh) 7 Menengah
ELFE1FIEHIF (zénme kan de guo lai ya) 7
PIBEIEIEANLIZNG (wo song song nin hai bu ying 9
gai ma)
I (B85 T AN BE SE U SE UL (zhe shihou nin ke 12 Mahir
bunéng shihua shishud ya)
For 5 3% 1), O AN B SE T 9 2 (jidncha méi 14
wenti, Xinli bu jiushi tashi le ma)
& I A8 S A4 77 03 K2 (nin de péngyou shi 14

tongguo shénme fangshi ji 1ai de)

Perbandingan Analisis Kesalahan Penginputan Speech pada Tingkatan Dasar

Pada tingkatan dasar, kita mendapati bahwa kesalahan penerjemahan dalam
mengonversi bahasa pembicara ke dalam text tidaklah begitu besar. Sebagian besar
diakibatkan oleh adanya kesamaan morfen dalam huruf vocal dan berbeda dalam
konsonan. Sehingga memberikan kesalahan tafsir pada kata yang dimaksud. Perbedaaan
pola kalimat bahasa mandarin dan bahasa Indonesia juga memberikan pengaruh terhadap
pembelajaran Bahasa Mandarin itu sendiri (Yan Khiong, 2021).

Tabel 2

Data Analisis Speech to Text Analisis #BFEFH i (na hai yong shud)
Jawaban Mahasiswa Hasil Analisis Mesin Penerjemah
Na hai yong shud Google Translate Presentase Baidu Translate Presentase
Na hai yong shud AR iE FH 1t V' (50%) I3 FH v (50%)
N4 hai yong shud I3 FH v (10%) I3 FH ik v (10%)
Na hai yong shud R v (10%) & (wo) AU X (10%)
Na hai yong shud e (youw Bt X (10%) I3 FH v (10%)
Na hai yong shuo )5 (ranhow) AL X (10%) 53 %% (nanhai) FH it X (10%)
Na hai yong shud K(da)it A (ydu) i X (10%) F: 1525 R v (10%)
Total 100% 100%

Berdasarkan pada tabel 2, dapat kita ketahui bahwa kesalahan didominasi oleh
kesalahan dalam hal konsonan yang berbeda, contohnya i (yong) menjadi & (you) , #f
& (nahéi) menjadi “ 5 % nanhai”. Namun, terdapat juga disebabkan oleh adanya
kesamaan dalam nada, contohnya “JS na” menjadi “_k da” ataupun kesalahan yang sama
sekali berbeda bentuk dan nadanya, contohnya “#5 na> menjadi “3 wo”.

Tabel 3
Data Analisis Speech to Text AnalisisH|#&% 7 & T (biéti dud fangbian le)
Jawaban Mahasiswa Hasil Analisis Mesin Penerjemah
Biéti duo fangbian le.  Google Translate Persentase Baidu Translate  Persentase
Biéti dud fangbian le. B L 7 {f 1 / (50%) WIRZIE T/ (50%)
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Biédt duo fangbian le. i Hb 2 i H (tie di dus X (10%) A (de)Z J7fH X (10%)
fangdian) 1 T

Biéti dud fangbian le.  HLELHS (dianti dou) 518 T X (10%) ARZTET v 10%)

Biéti dud fangbian le. itk (tf) Z 771 | X (10%) MIRZFET v (10%)

Biéti duo fangbian le. &4 (bu) J7ff | X (10%) MIRZFET Vv (10%)

Biéti dud fangbian le. 7 /i(t)) Z )58 1 X (10%) MIRZFET v (10%)

Total 100 % 100%

Tingkat kesalahan pada kalimat %2 2 77 ff 1 (biéti dud fangbian le), lebih
didominasi oleh adanya kesalahan konsonan pada kata #2 (ti), meskipun murid sudah
membacakan secara tepat, namun masih adanya kemungkinan salah baca menjadi
kosakata yang lain, yaitu@ (ti) dan {4 (ti). Sementara itu, terdapat juga kesalahan yang
hanya dalam kesalahan konsonan dan vocal, contohnya #% (ti) menjadi i (di),
memberikan hasil yan berbeda yang makna asalnya Il b & B, (tie di duo fangdian) T .

Tabel 4

Data Analisis Speech to Text Analisis #1253 —F (nin choukong tidn yixia)
Jawaban Mahasiswa Hasil Analisis Mesin Penerjemah

Nin choukong tian Google Translate Persentase Baidu Translate Persentase
yixia
Nin chdukong tian fE s v (40%) e H—F v (40%)
yixia
Nin choukong tian Eah & (kan)— T X (10%) R, BR—TF X (10%)
yixia (nian  chou, kong

tian yixia)
Nin choukong dian sz #dian—F X (10%) 18 4l 2% # (dian) — X (10%)
yixia T
Nin choukong tian 2K (tian) — X (10%) FERIES, IR X (10%)
yixia T (niancht kong, ting

ni si a)
Nin chéukong tian ZEas, H—F X (10%) I IE— T v (10%)
yixia
Nin choukong tidn &2 (tido)— '~ X (10%) B s — v (10%)
yixia
Nin chukong tian B —T v (10%) B H—T v (10%)
yixia
Total 100 % 100%

liTe

Tingkat kesalahan pada kalimat &4 %5 JE— T Nin choukong tién yixia, didominasi
oleh kesalahan pengucapan pada kata 3H(tian), tidak jarang ada yang mengucapkan
menjadi K (tian) ataupun #(dian), namun pada penerjemahan dengan menggunakan
Google Translate, terdapat kesalahan pengubahan kata lisan, contohnya yang semula
sudah benar diucapkan “nin choukong tian yixia”, namun hasil diperoleh adalah kata yang
tidak sama, contohnya 3H(tian), menjadi i#(tido), %4 == i (tido)— T namun dalam hal
ini, Baidu translate justru memberikan hasil yang jauh dari kata yang diucapkan, hasil
yang didapat berupa : F8X, ZSK—F (nian choéu, kong tian yixia) dan SEH)%5, WrR
S (nianchi kong, ting ni s a).
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Tabel 5

Data Analisis Speech to Text Analisis FEFE/NEVR T (na wo xidio kan ni le)

Jawaban Mahasiswa

Hasil Analisis Mesin Penerjemah

Na wo xido kan ni le Google Translate Persentase Baidu Translate Persentase
Na wo xido kannile  HEIRNEIRT v (50%)  HEANERT v (50%)
Na wo xido kannile  FEFR/NE VR (la) X (10%)  MIANERT v (10%)
Nawoxidgokannile KA (xidng) H X (20%) I (xidng) FHR X (20%)
PRusE M

Nawo xido kannile  FFiH(xido) BIRT X (10%)  HEANERT v (10%)
Nawoxidokannile  HFA(shao)ERT X (10%)  HERNERT v (10%)
Total 100 % 100%

Berdasarkan pada data di table 4 didapatkan bahwa kesalahan didominasi oleh
kesalahan pada kata /)>(xic0), yang di mana banyak tafsirkan sebagai kata ¥ (xiao), A& (xi
ang), /> (shdo), pada penggunaan kesalahan 7§ (xiao), adalah kesalahan pada nada,

sementara nada %€ (xidng) lebih kepada kesalahan pada keseluruhan kata.

Namun pada alat penerjemahan Baidu Translate, meskipun terdapat kesalahan pada
pelafalan /)N (xido) menjadi 8 (xiao), maupun /> (shdo), hasil yang diberikan tetap
memberikan jawaban yang tepat, yaitu /JN(xido).

Perbandingan Analisis Kesalahan Penginputan Speech pada tingkatan Menengah

Pada tingkatan menengah, kita mendapati bahwa kesalahan penerjemahan
kebanyakan terdapat pada bagian pemilihan kata yang salah ataupun kata yang homofon
dan jika dituliskan dalam Bahasa Mandarin memiliki aksara yang berbeda.

Tabel 6

Data Analisis Speech to Text Analisis B IZFE/R AT (WS yinggai bai ni wéi shi)

Jawaban Mahasiswa

Hasil Analisis Mesin Penerjemah

W_é yinggai bai ni wéi Google Translate Persentase Baidu Translate  Persentase
;1;; yinggai bai ni wéi FNAZFEIR A v (50%)

;l&lli) yinggai bai ni wéi FRRNi%Lx NI X (10%)

i}&lfg yinggai bai ni wéi FMNi%EZ (a) RHEH[Ewe X (10%)

Shi; N ix‘in)w ‘ _ TN AZFEAR A 7 (100%)
Vl&lfio yinggai bai ni wén RN ZFEIREIIZ(Wén chi) X (10%) Jif

;l&llo yinggai bai ni wéi FMNiZAE (fei) RN X (10%)

;Vi(“; yinggai bai ni wéi RN %5 (dai) 7k AT X (10%)

'Sl'lz)léal 100 % 100%

Pada analisis di atas, kesalahan terbanyak adalah dalam hal kesalahan pembacaan
pada kata, contohnya A ifi(wéish1) menjadi 1315 (weixin), 1% (yinggai) menjadi yingg
ai. Namun, pada Google Translate, meskipun tidak terdapat kesalahan dalam pembacaan
juga bisa memberikan hasil yang salah, contohnya FF(bai) menjadi 5% (ai), 7 (dai) atau-
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punZE(féi), dapat kita lihat pada ke-4 kata ini memiliki konsonan akhir yang sama yaitu
“-1”, namun kesalahan ini tidak ditemukan pada penerjemahan dengan menggunakan

Baidu Translate.

Data Analisis Speech to Text Analisis /&4 B3I R (zénme kan de guo l4i ya)

Tabel 7

Jawaban Mahasiswa

Hasil Analisis Mesin Penerjemah

zénme kan de guo lai  Google Translate Persentase ~ Baidu Translate Persentase
ya

zénme kan de guo ldi  EAFFLKY v (60%) LFER (de) idkmF X (60%)
ya

zhéme kan de guo lai X 4 B ) (de) X (10%)  X4FEKi(de)idknf X (10%)
ya K

zénme kan de guo 1i  BEAFRLKYE v (10%)  EAEK (ude) idkEF X (10%)
ya

zénme kan de guo lai  EAFMEIE KT v (10%)  FE (ws) A FM(de)idk X (10%)
ya o

zénme kan de guo 141 EAFMRIEKYT v (10%) LA A (woshi zhéme)FE X (10%)
ya PSR 3]

Total 100% 100%

Berdasarkan pada data di atas, dapat kita simpulkan bahwa Baidu Translate di
dalam menerjemahkan kata yang memiliki kesamaan bunyi, contohnya seperti 15 dantJ

(de), memberikan hasil berupa kata yang sama yaitu “fJ”,

meskipun kenyataannya

jawaban yang tepat adalah “75>. Dalam hal ini, Google Translate dapat memberikan hasil

yang lebih tepat dibanding dengan Baidu Translate.

Tabel 8

Data Analisis Speech to Text Analisis FRiIiXZEEIEAPLIZ (wo song song nin hai bu ying gai ma)

Jawaban Mahasiswa

Hasil Analisis Mesin Penerjemah

W& song song nin hai Google Translate Persentase  Baidu Translate Persentase

bu ying gai ma

bu ying gai ma =

W6 song song nin hai iﬁéﬁéﬁﬁﬁilﬁmﬁj %V (10%) ®HH E'E ( congeong X (10%)

pu yIng gai ma = nian) &A% ?

Wo song song nin hai  BIEEIRIEARRLZ v (10%) F W% (zéngsong) i X (10%)

bu ying gai ma 5 AR

Wo song song nin hai 2% % % i (shoushou  X(10%) LB MEARIZY v (10%)

b ying gai ma lidin) i AN R ?

Wo song song nin hai  KAIEEIREL Chai X(10%) RLEIREARRIZDS v (10%)

bu ying gai ma wo) LM

W5 song song ninhai  FARRAF ( X(10%) " A A E, , X (10%)

\ vine o ongsongnian) ik (congedng  nidn,héi) A
bil ving odi ma songsqngman) i® 1geong ,
e s R R0 ?

W song song nin hai 3% Ut #Z (shudshi) /X (10%) RIEEEARIZY v (10%)

AN Z N ?

bu ying gai ma
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W song song ninhai  FIEIEIRA (ded X (10%) FALIEARIEA N Z NG v (10%)
bu ying gai ma AL
Wosongsongninhai 3k B B & O X(10%) FALRIEARIEA N Z NG v (10%)
N hudshud nin) &

bu ying gai ma s X

yme s A%
W song song nin hai - X (10%) RILEM (zou nin) & X (10%)
bu ying gai ma ENNAEAL

100% 100%

Total

Berdasarkan pada analisis data di atas, kesalahan yang terbanyak terdapat pada
penafsiran kata dari Google Translate, di mana kata i%31%(songsong) yang pada dasarnya
telah diucapkan benar, namun dalam penerjemahannya menjadi beragaam kata seperti 4
% (congcong), ¥8 ¥8 (shoushou), 415 (shuoshuo), FA#24 (songsong), di mana konsonan
yang terbentuk adalah memiliki unsur kata “o” , bahkan ada juga yang tidak terdeteksi
jika menggunakan Google Translate. Lain halnya dengan Baidu Translate, meski tingkat
akuratan lebih tinggi, namun ada juga beberapa kata yang diartikan berbeda, contohnya
katai%i2% (songsong) menjadi 1% (zéngsong).

Perbandingan Analisis Kesalahan Penginputan Speech pada tingkatan Mahir
Pada tingkatan mahir, kita mendapati bahwa kesalahan penerjemahan kebanyakan
terdapat pada bagian pemilihan kata yang salah ataupun kata yang homofon dan jika
dituliskan dalam Bahasa Mandarin memiliki aksara yang berbeda.
Tabel 9
Data Analisis Speech to Text Analisis 3X B {548 7] /A B8 215 S2 Ui

(zhé shihou nin ké bunéng shihua shishuo ya)

Jawaban Mahasiswa Hasil Analisis Mesin Penerjemah

zh¢ shihou nin k& Google Translate Persentase  Baidu Translate Persentase
bunéng shihua shishud

ya

zh¢ shihou nin k& X% ABE LS V(50%) RS AT ANBE ST v (50%)
bunéng shihua shishudé  sgziinF S

ya

zh¢ shihou nin k& X fRAEF AREEFEE X (10%) RS AT ANBE ST v/(10%)
bunéng shihua shishud (shehua) /& (shi) it ST

ya Hf

zhe shihou nin k& Mz )5 (chi shihou) X (10%) iZZ j5 (chi shihou X (10%)
binéng shihua  fas i /< i 3 1/ (shu ) 5 (ning) WIAHE

xidoshud ya 5hua xidoshud) SEA S

zh¢ shihou nin k& X xR AR L E X (10%) X RS A B2 E X (10%)
bunéng shihua shishud 2 F (quhua shi shou & T (shihua shishou)

ya ) 1 Iy

zhé shihou nin k& IXEHEMEAIARER (X (10%) XEEE AT A EEM (X (10%)
bunéng shihua shishud  shi) {f/Z (shi) il shi) 1 & S 1t HF

ya

zh¢ shihou nin k& ZERHEET AL X (10%) X RSP ATV (10%)
bunéng shihua shishud 2z (shi hua xué) PinF S5

ya

Total 100% 100%
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Berdasarkan pada data di atas, kesalahan terbanyak adalah pada kesalahan
pengucapan kata 5Z 1 5& i (shihua shishuo), di mana banyak penguacapan 5K (shi),
diucapkan menjadi nada ke-4, sehingga muncul beragam kata lainnya #&(shi), 5+ (shi).
Selain itu, terdapat juga kesalahan pada pengucapan iX i {2 (zhéshihou), diucapkan 1z %
J5i(ch1 shi hou), di mana kesalahan tanda nadalt (shi), dibaca menjadi 5 (shi).

Tabel 10

Data Analisis Speech to Text Analisis K23 H &, L E ARG RBSL T G ?

(Jjiincha méi wenti, xinli bU jiushi tashi le ma)

Jawaban Mahasiswa

Hasil Analisis Mesin Penerjemah

Jidincha méi weénti, xinli Google Translate Persent  Baidu Translate Persentas
bu jiushi tashi le ma ase e
Jidncha méi wenti, xinli Ky &% W B, 72 (X Ky il 8, 4725 X (10%)
b jiushi tashi le ma xinglil) gtz g (10%)  (xingli) ASwE & B
S
Jidncha méi wenti, xinli K &% ) B, &k (she X R sm A, OB /(10%)
bu jiushi tashi le ma nti) gl Bst g (10%) R 7
Jiaincha méi wenti, xinli K& 3% 9@, O EAR X K AV A R, O H X (10%)
b jiushi tashi le ma RAHA (danshi) 71 (10%) Ak & K Z (dashi) T
i
Jianchd méi wenti, xinli 3§ 2% (jiancha) % Ml i, © X %58 (jiangiang) % 1] X (10%)
bd jitshi tashi le ma B H R (kaoshi) 7 (10%) i, 0o HLAS 3 2
i, 5L J g
Jiancha méi wenti, xinli K4 (tiancang) ¥ X g mE, OB /(10%)
b jinshi tashi le ma , DEAEEME (taxu  (10%) R pksr 7
an) Jng
Jidncha méi wenti, xinli %% (jingchd) i@ X g m s, OB /(10%)
b jiushi tashi le ma , DEA sz T (10%)  REh R B T
Jidncha méi wenti, xinli %% (jingchd) ¥ X PR (n1chd) ¥ i) @ X (10%)
b jiushi tashi le ma , OHEARER AR (tast  (10%) 0 B gk B S
) TG ]
Jianchd méi weénti, xinli K& ¥ A&, LEAA X K A %A B, 0 B X (10%)
b jitishi tashi le ma (jiti) 2B S T g (10%) R (jiw) 2B T
]
Jiancha méi wenti, xinli KA, O3 (xinl X KA WA, O E X (10%)
bd jiushi dashi le ma i) At KM (dashid  (10%) g2 kK gi(dashi) 7
Ty I
Jidncha méi wenti, xinli KN (tianxid) ¥ @, © X A, OB /(10%)
bu jiushi tashi le ma BB T 1Y (10%) ik 11
Total 100% 100%

Berdasarkan data di atas, kesalahan terbanyak adalah dalam hal pelafalan, kata £
7 (jiinchd) dilafalkan tepat, namun di Google Translate menerjemahkan menjadi K%
(tiancang), % %2(jingcha), & T (tianxia), hal ini tidak ditemui pada penerjemahan dengan
Baidu. Katal%EZ (tashi), yang di mana suku kata kedua “shi”, juga diterjemahkan menjadi
28 (kaoshi) |, fH&(danshi) , Ath¥E(tasi), K (dashi) . Hal ini bisa disebabkan
karena memiliki pinyin yang sama yaitu shi (kecuali tasi.
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Tabel 11
Data Analisis Speech to Text Analisis % B & 2 @it 4 5 R RH

(nin de péngyou shi tongguo shénme fangshi ji l4i de)

Jawaban Mahasiswa

Hasil Analisis Mesin Penerjemah

Nin de péngyou shi Google Translate Persentase Baidu Translate Persentase
tongguo shénme

fangshi ji 14i de

Nin de péngyou shi @A ARBEITH 4 v (40%) A REBIET 4 v (10%)
tongguo shénme 5 327 e Jr SRR

fangshi ji 14i de

Nin de péngyou shi f&fHA K AZE (zhou X (10%) R A RBEAT 4 v(10%)
tongguo shénme ) j A2 77 A2 KM VoE: e 10

fangshi ji 14i de

Nin de péngyou shi AR EA (bu) X (10%) BRI 4 X (10%)
tonggud shénme 3 {14 J5 R 2 K JARBE (e 1

fangshi ji 1ai de

Nin de péngyou shi AR ZEEH 4 X (10%) BRI AR B4 Vv (10%)
tongguo shénme 3 4=(fangshs) 25 K () 77 AR

fangshi ji 1ai de

Nin de péngyou shi 1A ZEE (po X (10%) MBS 4 v(10%)
tongguod shénme ) {2 st (qi) 7R A KA

fangshi ji 1ai de k1t

Nin de péngyou shi AR ZEEH 4 X (10%) BRI AR B4 v (10%)
tongguo shénme 75 2, 25 K 1 77 R

fangshi ji 1ai de

Nin de péngyou shi fEFIMIARER (1) X (10%) R AR B AT 4 v(10%)
tongguod shénme 3 4 4 B il H C 7R A KA

fangshi ji lai de fangshi di) 11

Total 100% 100%

Berdasarkan pada data di atas, meskipun adanya kesalahan pembacaan, namun

aplikasi penerjemahan masih bisa memberikan hasil terjemahan yang tepat, contohnya ji,
tetap diartikan 77(ji), fangshi tetap diartikan 77 =(fangshi). Namun, terdapat beberapa
kata yang jika dalam pelafalan salah, kata yang akan dimunculkan juga akan salah,
contohnya ji, diartikan #2(q1), fangshi diartikan 375 17 (fang shi).

Analisis Perbandingan Ketepatan Speech to Text Google Translate dan Baidu
Translate

Dalam Bahasa Mandarin, nada yang berbeda akan memberikan kata yang berbeda
juga, namun dengan adanya aplikasi penerjemahan yang telah didukung oleh kemampuan
autocorrect, menjadikan kesalahan tersebut dapat segera diminimalisir. Berdasarkan pada
100 jenis kalimat pada 10 kalimat yang diberikan, kita dapat melihat perbandingan
ketepatannya pada table 12.

Tabel 12
Perbandingan Ketepatan Speech to Text pada Google Translate dan Baidu Translate
Kalimat Google Baidu
1. R 70% 80%
2. JNIRZIET 50% 90%
3. fHhimH—T 50% 70%
4. TBEANERT 50% 80%
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5.  IRMNAZFEIR NI 50% 100%

6. ELBEMEKGF 90% 0%

7. FREEBEARR %G 30% 60%

8. IXIBEAE v AN e ST S Ul 50% 70%

9. KA, O EARHAARS T ? 0% 40%

10. & EIIAAEE AT 4 07 A K 40% 90%
SIMPULAN

Berdasarkan hasil penelitian, dapat disimpulkan bahwa kedua aplikasi tersebut
memberikan analisis bahasa lisan cukup baik dalam mengenali dan menpresentasikan
dalam bentuk kata. Meskipun demikian, juga terdapat perbedaan dalam tingkat keakuratan
pengenalan suara antara Google Translate dan Baidu Translate. Google Translate
cenderung memberikan hasil dengan tingkat keakuratan yang relatif rendah. Di sisi lain,
Baidu Translate menunjukkan tingkat keakuratan yang lebih tinggi, namun jika digunakan
pada kata homofon, cenderung muncul kesalahan penafsiran.

Meskipun demikian, penting untuk diingat bahwa analisis keakuratan Speech to text
bergantung pada berbagai faktor, termasuk kejelasan suara dan konteks ujaran. Dalam
konteks pengembangan teknologi terjemahan, hasil penelitian ini memberikan wawasan
tentang area di mana perbaikan dapat dilakukan untuk meningkatkan keakuratan
terjemahan otomatis. Diharapkan pada penelitian selanjutnya akan menyediakan jumlah
data yang lebih banyak dengan pembagian jenis kelas kata yang ada.
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